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Suppose that                                          and the          is continuous on 
D. If    satisfies a Lipschitz condition on    in the variable   , then the initial 
value problem 

Has a unique solution   

Def) A function         is said to have a Lipschitz condition in the variable    
on a set          if a constant         exists with        

whenever               .  

(1) 

(2) 



Euler method 

The object of Euler’s method is to get an approximation on initial value 
problem: 

In fact, a continuous numerical solution never can be obtained, instead, 
we discretize the closed interval [a,b] such that 

The distance between the points                              is called the step 
size. 

We use Taylor’s Theorem to derive Euler’s method. 

(1) 

(2) 



Suppose that      has the following equations on 

(1) 

(2) 

Since      satisfies the initial differential equation 

Euler’s method is constructed for each                        by deleting the 
remainder term.  

We let               be a estimated solution then Euler’s method is 

(3) 



For example, we approximate the solution of the initial value problem 
such as 

Then 

The exact solution is  

(1) 

(2) 



MATLAB code result 



Truncation, or discretization errors caused by the nature of the methods 
employed to approximate values of y 

Error analysis 

Round-off errors caused by the limited numbers of significant digits that 
can be inherited in a computer. 

Error = |True value – Approximation| 



Improvements of Euler’s method 

The first step in improving the method is to see the Taylor series 

Then, 

(1) 

(2) 

Since               , we use the chain rule of differentiation 

                                                                               . 

The other hand, we let 

(3) 

(4) 



With help from Taylor series 

and combine this with the previous equation (4)  

Then we get the following by comparing coefficients  

. 

If we set            then it follows                            and  

. 

This is called the modified Euler’s method. 

(1) 

(2) 

(3) 

(4) 



For example, we approximate the solution of the initial value problem 
such as 

Then 

The exact solution is  

(1) 

(2) 





Runge-Kutta 

Runge-Kutta methods have the fourth order local truncation error of the 
Talyor methods while eliminating to compute the derivatives of          .  

Many variations exist but all be cast be in the generalized form of 

where     is called an increment function, which can be interpreted as a 
representative slope over the interval. The increment function can be 
written in general form as  

where the      are constants and the      are recurrence relationships. 

(1) 



The classical fourth order Runge-Kutta method 

where 

(1) 

(2) 

For example, we use the fourth order Runge-Kutta method to solve the 
same problem  

Then 

(3) 






