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Summary

B Spatial multiplexing MIMO
Channel capacity
Channel capacity with power allocation

Layered space-time MIMO architecture




Channel Capacity in Diversity MIMO

C = logy (1 + ;) |[bps/Hz]

Channel capacity is logarithmically increasing versus the SNR

which is very slow rate of increasing.

Degree of freedom is 1.
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MIMO System for Spatial Multiplexing

| Diversity system is not oriented to increase the channel capacity but improves the
received SNR.

| | et us design how we can maximize the channel capacity using multiple
antennas at the transmitter and the receiver (MIMO).

Space-Time T S%ace—chime
Encoder ecoder




Channel matrix

N Xnr matrix
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MIMO System Model for Equal Power per Antenna

Space-Time
Decoder

Y H

Space-Time
Encoder

I

R, = E[xx'] == > P = tr(Ra)
P
Power at each transmit antenna = — |::>

nr

nrT
Normalization constraint for the elements of H : Z E[|hi;|?] = np, i

J="

\OIEEH R, = Enn"] = 0°1,,
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SNR at Each Receive Antenna

P : total transmit power




Assume that all the noise power spectral density at each receive antenna are the same, then

Tk = ;
nTro

Average receive SNR per receive antenna

PY T Ellhs,

V. = E p—
Vi = El] nTUQ
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a Recelived signal vector

r — Hx 4+ n

\ecelved signal covariance matrix

Efrr] = HR,,H"”

~Total received signal power = tr(R,.,)
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MIMO System Capacity Derivation

m Singular value decomposition

H =UDV"?

where

nr X nr non-ngegative and diagonal matrix

The diagonal components of D are the eigenvalues of HH

Uand V : ngp Xnp and ny X ni unitary matrix




Singular Value Decomposition

R

nr X MR

The diagonal entries \; of D are known as

the singular values of H.




The columns of U and V are orthonormal bases!

Since U and V¥ are unitary,

the columns of each of them form a set of orthonormal vectors

which can be regarded as basis vectors.

By the definition of a unitary matrix, the same is true

for their conjugate transpose UY and V.

In short, U, UY, V and V¥ are orthonormal bases.




2] o ol
==

134 4% 15¢ &



0
—
|
S8
>
>
=
O
=
).
-
av
>
O
=
=
—
—
5
N

el

13 43 152 &



This particular singular value decomposition is not unique.

Choosing V such that
0
0
v 0.8

V0.5 —/0.1
V0.5 0.1

0
0
0
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Relation to eigenvalue decomposition

H”"H = vD"U”UDV"” = v(D¥D)Vv#

HH” = UDV"VD"U# = UDD?)U#

The right-hand sides of these relations describes the eigenvalue

decomposition of the left-hand side.
Consequently,
The column ov V (right-singular vectors) are eigenvectors of H H.

The column ov U (left-singular vectors) are eigenvectors of HH .

The non-zero element of D (non-zero singular values) are
the square roots of the non-zero eigenvalues of H”H or HHY .
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Rank of matrix HH"




Eigenvalues of HH"

(HH")y =)y, y#0

ngr X 1 vector

The non-negative square roots of the eigenvalues
are also referred to as the singular values of H.
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eceived signal vector

r:az—l—n

=H

~Define the following transformation

— Ufr
V*Hx
Ufn

m Equivalent received signal vector
r = Dx'+n’
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VAT s, i=1,2,...,r
’ i=r+1.r+2 ....np

n,,
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Block diagram of an equivalent MIMO channel if n > ng
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MIMO channel is now converted to parallel channels by SVD. ]’




Received SNR at receive antenna k

PZ?L |hl~cj|2
Tk = ;
nTro

which is equal to
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Channel Capacity Calculation in MIMO Channels

where r = min(ny,ng)

P received signal power in the i-th sub-channel

@‘singular value of channel matrix H
P, re —
nr




Thus the channel capacity can be written as

C
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= Now we will show how the channel capacity is related to
the channel matrix H.

~Eigenvalue-eigenvector relationship

()\Im—Q)y:O, Y#O

Q- HH"”, np<ng
N HHH, NR = N

A 1 eigenvalue of Q if and only if A\I,,, — Q is a singular matrix.
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det(AL- — Q) =0

H@— = det @I — Q)

Substituting —”T" for A

Ai P
2

nTro
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| The capacity formula can be written as

C W log, H ( o >

W log, det (Ir |

P
o (4

degree of freedom
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m Capacity over I.1.D. Rayleigh fading channels

C[bits/s/Hz] 35
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= Degree of freedom (DOF), min(ny,ng), determines the
high SNR slope.
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MIMO Channel Capacity for Adaptive Power Allocation

a Using water-filling rule, we can maximize the channel capacity
with the power given as

Pz'Z(M

where

a” = max(a,0)

1 is determined so that Z P,=P
i=1
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In this case, the channel capacity becomes

1
2()‘21u — 0

C’:Wilog2

1=1

O
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a |dea of Water-filling power allocation

~ Transmit more power when channel is good

Time m




| Performance

~

6

. L,
(_? Itops“o" HZI
AWGN
4 -me--- Full CGSI

3

SNR [dB]

~At high SNR, water-filling does not provide any gain.
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m Performance at Low SNR

CSIR
Full ST~

|

-5

SNR [dB]

~Water-filling provides a significant power gain at low




Layered Space-Time (LST) Architecture for Spatial Multiplexing MIMO

m Horizontal layered space-time (HLST) architecture

Interleaver

T

Encoder

Interleaver

c2 21 1 1 1
aaﬁ4,x3,x2,x1

i

~Transmission matrix

X —




m HLST with encoder at each branch

Encoder Interleaver

» Encoder Interleaver

~Different coding in each sub-stream can be used.
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m Diagonal layered space-time (DLST) architecture

Encoder Interleaver

Spatial
interleaver

» Encoder Interleaver

~Spatial interleaving

XD X5
0 X2
0 0

The diagonal layering introduces space diversity and thus achieves a better performance but
with loss of spectral efficiency.
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LST Receiver

® The signals transmitted from various antennas interfere with
each other upon reception at the receiver.

ri = hpxi+hioxre+ -+ hin, . Tn,

ro = ho1T1 + hooxo + -+ + hon, Tn.,

'+ — HXt -+ N¢

= At the receliver, we want to suppress and cancel the
interference for the detection.
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LST Architecture

| Parallel channel conversion
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QR Decomposition Interference Suppression with Interference Cancellation

= QR decomposition

~Any Nr! Ny matrix H, where ng > nt , can be
decomposed as

H = UR

U : ngr! npunitary matrix
R . ng! np upper triangular matrix given as
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a | et us introduce nr-component column matrix ydefined
as
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444 Ron-
444 Ron-

444 R, n-
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/
RnT—l,nT—lan—l —I_ RTLT—].,TLT:ERT _I_ nnT—l

Ri171+ Riox0+ 844 Ry oty + 1)

or simply

+n§€ k:1,2,...,nT

Self-Interference

134 42 15¢ 2



| Decision statistics

Tp = (

Y

where q(-) is the hard decision operation.




m Example for 3 by 3 antennas with the channel matrix given
as

/
Ri121+ Ri2x2+ Ry3x3+ ny

/
Ro 929 + Ro 3213+ ny

/
R33xs + N3




