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MIMO Channels

anr?

Space-
Time
Processing "2 1 Processing

Y’ﬁ

e = hp1x1 + hgaxo + - -+ + hgpn, + Nk
k = 1,2,...,%3
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Maximum Likelihood MIMO Detection

® ML MIMO detection

XML = argmin Ulr — Hx||*}

H are known from the channel estimation!
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Example of 2x2 MIMO ML Detection

B 4-QAM case

S21 + 7829 S11 + JS12

$31 + 7832 S41 + 7842

X €& X:Sk:Sk]__l_jSkQ

r1 = h11x1 + hioxe + ng

ro = ho1x1 + hooxs + N1
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Possible symbol combinations from two antennas

S1751

81782
42 MTLT

S4,S4

where M is the cardinality of symbols.

We assume to know h;; from channel estimation.
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Then, calculate the metric as follows:
(81,81) = (11 — h1151 — h1251)° + (12 — h1251 — hoos1)?

(S1, 52) — (7“1 — h11851 — h1282)2 + (7“2 — h1981 — h2282)2

(s4, S4) — (7“1 — h1154 — h1284)2 + (7‘2 — hi1284 — h2284)2

and choose s, pair to give the minimum metric.

Complexity ~ exponential increasing by the number of antennas
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Minimum Mean Square Error (MMSE) Detection

MMSE objective function

min £ {(x — w'r)"}

W : nrp X np matrix

MMSE solution

1 _1
H H H
w’' =(H"” -H - H

which is known as Wiener solution.
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General Solution of MMSE Detection

MMSE

, >y|n]
(or Wiener filter)

uln]

AWGN channel: un| = d[n] + z[n]

Fading channel: u[n] = d|n|h|n| + z[n]

Estimate d|n| through the filter with the coefficient given as
W = [U)(), Wy, - 7wK—1]T

such that the mean-squared error is minimized.
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Definition of error:

e[n] = dn| —y[n|

where 1
yln] = > wiuln — k]
k=0
and
Wi = aj, + Jby
Definition of cost function:
J = F |e[n|e” |n]]
MMSE solution:

w" = min/|J]
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= d[n] — ) (ar — jbr)uln — K

k=0

Gradient operator Ayg:
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MMSE solution can be found by solving:
ApJ =0, forallk=0,1,--- K—1

or equivalently

Oe|n]
i 66%

Oe*|n]

A = FE

e*|n]

Note that:

Oe|n)
8ak
Oe[n)
Oby,
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= —2F |u[n — k]e"|n]]
= 0

or equivalently

Eluln — kle*|n]]
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Wiener-Hopf equation:
K—1

E luln — kld*|n]| = w B luln —
[=0

Auto-correlation and Cross-Correlation:
Guu(l — k) = Flun—klu"|n—1|
Pud(—k) = FEluln — k]d"|n]]

Wiener—Hopf equation:

Zwk¢uul_ ¢ud( ) Ek=0,1,---

13 58 202 Y

14/37



Let us define:
u=[uln|,un—1], - ,un— K+ 1]|*

and define the correlation matrix R as

P (1) Guu(0)

_ qqu(K o 1) qqu(K T 2)

Elu[n|d”[n]]
[¢ud(0)3 ¢ud(_1)7 T 7¢ud(1 — K)]T




then, Wiener-Hopf equation can be rewritten as

Rw =T

Finally, the Wiener solution is given as
w=RIT

Y[n—1]
5 D > D

i) wi O
©
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Let us apply Wiener solution to MIMO detection:
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!

Then, from the Wiener solution, w* is given as

w! = R_ng

Now let us find R and T. Note that R = E[rr¥]

which is Np X N matrix given as

E|rir]] Elrir3| - E['rlr}"VR]

_ E[TNRTT] E[TNRT;] T E[TNRT;‘VR]

where 7 = hk1$1 + hkzivz + -t hkNTCUNT + N
= hy x + ny
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Hence,

Elrgr;l = El|(hgpix1+ -+ hpxn, +ng)
X(hj @1 + -+ hynp T, + 1)

Elhgihfy|z1* + hiahip|za|® + - + hieng hin, |8, |
—I—hklhzkzl‘ll‘; + -0 hkNTthT—lm}va—1 + nknf]

Since E|z1x3] = 0 and hj are known

Elrgry] = heihi El|z1)?] + -+ + benp B, Ellzng |?] + 028(k — 1)
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Note that El|z;|%] = P is the signal power for all k.

Then
E|rgr]] P (hgih}; + - -

P [hzklah?m T ah’?NT] '

= P(h’ -hy) +026(k — 1)
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On the other hand,
T, = Elr-af

(SR
E| m2x

_ TNg 'T;‘ _

- hi P
hio P

. hun, P
—  Ph,,

where we note that ry = hg121 + hgoTo + - + AN, TN,
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Now the MMSE solution is
W, ==.R_yn

hih; hih,
hfhy,  hih,

1
P

_h¥hNR hghNR

hih;  hih,
hfh, hfh,

-hghNR hghNR
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We can rewrite the optimal weight vector w:

1

=H(H -H" 1
( SNRn,

Equivalently, we have

sz(HH-H
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Zero-Forcing MIMO Detection

Received signal signal:
r=Hx+n

Zero-forcing detection should satisfy:

WHr=x—|-ﬁ

We can show that the ZF solution is

WH _ (HHH)—lHH
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Complexity of ML MIMO Detection

B 64-QAM constellation

QAM alphabet set=X = {-7,-5,—-3,—1,1,3,5,7}

B ML equation

XML = argmin {r — Hx]|[*}

B Total number of possibilities for

x = 8% = 16777216
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Lattice Structure

B Each receive antenna observes the random sum of ngr transmit

signals.

B |[f the transmitted signal constellation contain M points (M-

QAM, M-PSK)
Received noise free constellation M™% points.

Exponential increase in constellation size.
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TXI1:4-QAM TX2:4-QAM

‘ r :"':I-b;,‘-—l— n

O Noise free signal
O constellation

RX Constellation
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Sphere Decoding

(

X = arg < min ||r — Hx||? < d*}
reEX
\

/

i Search only noiseless receive points (defined as the lattice ) that !

tlie within a hypersphere of radius d around the receive signal r.
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MIMO Sphere Decoder

ML performance with reduced complexity.

Search only noiseless received points (defined as the lattice HX) that lies

within a hypersphere of radius d around the received signal r.
Initial radius d is selected according to the noise variance per antenna.

Complexity of algorithm depends on the noise level and the channel

conditions.

B. Hassibi and H.Vikalo

“On the sphere decoding algorithm |. Expected complexity”, IEEE Trans. Signal Processing,
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Sphere Decoder Algorithm

r— Hx =r — QRx = Q(Q"r — Rx)

.
arg {min |r — Hx||? < d* ¢

reX )

r \
arg « migngQHr — Rx||? < d*
X

\ /

nT X np upper trianguler matrix

H=Q

i O(nR—nT)XnT

Q = |Q: Q2] is an nr x ng orthogonal matrix.
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= [|Q:"r — Rx|[]” +[|Q'r[]

In other words, the Sphere decoding becomes

d* —[|Qz'r||* > [|Qi'r — Rx|[*

Define y = Qi'r and R? = d? — ||Qr||?

ly — Rx|]* < R
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In matrix form:

Y1

ynT—Q
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The constraint can be expanded as

nT nrTr

R* > Z Yi _Zri,jxj

i=1 j=i

iDetection of x,,. §

R2 > (ynT_TnT,nTxm)Q

2

A necessary condition:

R2 > (ynT_rnTanTxm)Q
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Detection of x,,.,._1

Define;

2 L 2 2
RnT—l = R* — (ynT o TnT,nTan)

Ynr—1ny = Ynr—1 — T'np—1,nrIdm

The range of z,.._1 can be determined as

_RnT—l ynT—1|nT _RnT_]-

TnT—l,nT—l

For the rest, this process is repeated.
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—=— sphere decoding ]
| —&— null and cancel

112 114
SNR (dB)

[H.Vikalo and B. Hassibi,“On the Sphere-Decoding Algorithm Il. Generalization, Second-Order Statistics, and

Application to Communications”, IEEE Trans. Signal Processing,Vol. 53, No. 8, Aug. 2005]
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Antenna Ordering

B Antenna can also be ordered before sphere decoding
B /F ordering: order antennas by SNR

® MMSE ordering: order antennas by SINR
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