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Probability of Error for M-ary Orthogonal Signals

®  Each of M-ary orthogonal signals has equal energy.

For equal energy orthogonal signals, the optimum detector selects the signal resulting in the
largest cross correlation between the received vector y and each of the M possible

transmitted signal vectors {sn,},i.e,

Cly,8m) =y -Sm =

To evaluate the probability of error, let us assume that the signal s; is transmitted. Then the

vector at the input to the detector is

y = (VE8+n17n27n37°"'7nM)7

where ni,n92,n3,....,n)s are zero mean, mutually statistically independent Gaussian

random variables with equal variance N /2.
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B Cross-correlation metric

C(y,s1) VE(VEs +m1);
C(szQ) \/578712;

C(Ya SM) \/CC/TSTLM

Note that we can eliminate the scale factorv/&s for the comparisons.

B PDF of the first correlator output with the elimination of /&5 .

]_ _(yl—\/gs)2

flyr) = nge No

PDF’s of the other M-1 correlator outputs
1 Y

m) — €_N0, m:2,3,...,M
f(Ym) —
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m  Correct decision probability when s () is transmitted

oo
Ps, =/ Prine <wyi, n3 <yi, ..., nar <y1|s1lfy, (y1) dy

— 00

For equally probable case,

o

P, =/ Pr(ng < y1, n3 <y1, .-+, nur < y1|y1)fy, (y1) dys

— OO0

Note that

Pr(ny < yily)
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Probability of correct decision

Fe

®  Probability of symbol error (Symbol error rate)

M-—1
Py =1 / 1 Ve N gy,
— 00 7TN()

Change of variable = = —+

Then we have

Pyy=1— — 11— M=1" = (2=/28:/No) .
M \/27‘(‘/

T e T
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B Average bit error rarte

n- ()
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® Symbol error rate
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A Union Bound on the Probability of Error

@ BER of binary antipodal signals

d
P, —
’ Q(\/?No)
m  SER of M-ary PAM

®m A Union bound

Py, = P(error|sy,(t)sent) = P [ | ] |sm(t)sent | < > P(Ej|sy(t) sent).
i=1,i#m i=1,i%m

where FE; : event that message ¢ is detected at the receiver
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Necessary condition for si(t) to be detected at the receiver when signal Sm(t)is sent that y
closer than to S; than to Sm :

P(E;|sm(t) sent) < @[D(y,sm) < D(@

dmz’
:Q<
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Let us define the minimum distance as

Thus for any m, d,; > dnin, SO that we have

(Ve =@ (Vi)

Hence, we obtain an upper bound as

Pas 30 QU

i=1,i#m

Also note that

Q) <
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Therefore, we can rewrite the upper bound as

M M—1

A Ao
P < Z Q| =2 ) =(M-1)Q | =22 ) < ——¢ Mo
i=1,i#m v2No

V2N, 2

Q(x)
B O.Sexp(—0.5x2)
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® A union bound on the error probability of M-ary orthogonal signaling

M-ary orthogonal signals are equidistant with

Ay = |ISm — S ||* = 2E,

4+  Therefore,

Union bound

Py

Using M = 2% and &, = k&, we have
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As k£ — oo or M — oo, the probability of error approaches zero exponentially,

provided that &,/Nj is greater than 2In2,i.e,

é >2In2=1.39~1.42dB
Ny

The simple upper bound on the probability of error implies that as long as

SNR>1.42dB, we can achieve an arbitrary low P),.
However, this union bound is not a very tight upper bound at low SNR values.

In fact, by more elaborate bounding techniques, it can be shown that Py — 0

as k — oo provided that

ﬁ >1n2=0.693~ —1.6dB
No
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Hence, -1.6 dB is the minimum required SNR/bit to achieve an arbitrarily small
probability of error in the limitas £ — co (M — o0 ).

+  This minimum SNR/bit (-1.6 dB) is called the Shannon limit for an additive white
Gaussian noise channel.
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